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In the process of development of information technologies, as well as systems for 

collecting and storing data, the problem of analyzing large volumes of information is 

becoming increasingly acute. Another equally important task is the task of visual and compact 

presentation of data. These problems are solved within the framework of an interdisciplinary 

field of knowledge - data mining. 

Data mining refers to processing information and identifying trends in it that helps make 

decisions. There are many different methods for data mining, query processing modeling, and 

information gathering. Data mining (many are familiar with this term by its English name data 

mining) is one of the most pressing topics in the modern world. 

The principles of data mining have been known for a long time, but with the advent of 

big data they have become even more widespread. When working with large data sets, 

relatively simple and straightforward statistics are no longer enough. With about a million 

detailed records, it is necessary to know not only information about the location of several 

thousand records, but also to understand whether this category of records belongs to a certain 

group. 

These requirements have created a complex data mining process. Solving problems 

requires data analysis, which builds a model to describe the information and finally creates a 

resulting report. 

Clustering is a task at first glance very similar to the classification method. This method, 

also called cluster analysis, is a logical extension or, if you like, a generalized case of a 

classification problem where the set of classes is not known in advance. 

Data mining can be performed with relatively modest database systems and simple tools, 

including building your own or using off-the-shelf software packages. Sophisticated data 

mining relies on past experience and algorithms defined using existing software and packages, 

with different specialized tools associated with different methods. 

Today, the analysis of data obtained from the Internet, the so-called Web Mining, is 

becoming increasingly relevant. The main goal of Web Mining is collecting data (parsing) and 

then saving it in the required format. It is necessary to take into account that information on 



“Молодой исследователь” 
 Организовано в масштабах Содружества  Независимых Государств (СНГ)  

международный  научно-практический конкурс 

 

437 
 

the web is presented in the form of special formats, such as markup language HTML, RSS, 

Atom, SOAP, etc. Web pages may have additional metainformation, as well as information 

about the structure of the document. 

In Web Mining, two main directions can be distinguished: Web Content Mining and 

Web Usage Mining, and, accordingly, two types of tasks that are posed to Web Mining 

systems. Web Content Mining means the automated search of information from various 

sources on the Internet. The second direction is more suitable, Web Usage Mining involves 

the detection of patterns in the actions of website visitors, as well as the collection of statistics 

and its subsequent analysis. 

One of the main methods for solving the problem of Web Content Mining, namely an 

algorithm for hierarchical clustering of data from Internet sources. Cluster analysis, the 

principles of which were used when constructing the algorithm, does not require a priori 

assumptions about the source data, does not impose restrictions on the representation of the 

objects under study, and allows one to analyze indicators of various types of data.  

Unlike classification problems, solving clustering problems is based on comparing the 

objects themselves and establishing their similarity according to certain characteristics. The 

developed algorithm was applied to a real example of combining blogs containing 

semantically similar posts. 

Clustering algorithms divide a collection of data into subsets, or clusters. 

The goal of these algorithms is to create clusters that are internally homogeneous but 

clearly distinct from each other. Data or vectors of characteristics that are elements of a set 

within a cluster should be as similar to each other as possible, but at the same time as different 

as possible from the elements of another cluster. 

Clustering is the most common form of unsupervised learning. The absence of a teacher 

means that the algorithm does not involve an expert assigning elements to classes. In 

clustering problems, the distribution and structure of data determine cluster membership. 

The main input information for the clustering algorithm is the metric. When clustering texts, 

Euclidean distance is often used.  

Changing the metric can often have a large impact on the clustering results. Thus, the 

metric is a very important tool with which you can change the clustering results. It is worth 

noting that flat clustering generates a set of clusters that do not have obvious relationships. 

Hierarchical clustering creates a hierarchy of clusters. 

Flat clustering, which produces a set of clusters that have no explicit relationships, is 

efficient and simple, but the result is a simple, unstructured set of clusters using the number of 

clusters as an input parameter. Hierarchical clustering creates a hierarchy, that is, a structured 

set that is more informative than an unstructured set of clusters. Hierarchical clustering does 

not require you to specify the number of clusters you want in advance, but these benefits of 

hierarchical clustering come at the cost of lower performance. The complexity of the most 

common hierarchical clustering algorithms is at least quadratic with respect to the number of 

input data. 

Traditionally, two main types of hierarchical clustering algorithms are used: top-down or 

bottom-up. Bottom-up algorithms initially consider each input element as a separate cluster, 
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and then sequentially combine (agglomerate) the clusters. Depending on the parameters of 

the algorithm, this merging will occur until either one cluster is formed containing all the 

elements, or a predetermined number of clusters is reached. Top-down clustering initially 

considers a single cluster of all elements and then recursively splits it until individual objects 

are obtained. 

Predictive methods use the values of one variable to predict unknown (target) values of 

the variables. When combined with other data mining techniques, forecasting involves trend 

analysis, classification, model matching, and relationships. 

Sequential models are used to analyze long-term data, a useful method for identifying 

trends or regular occurrences of similar events. The decision tree, associated with most other 

methods, is used as part of the selection criteria and to support the selection of specific data 

within an overall framework. A decision tree starts with a simple question that has two answers 

(but possibly more). 

Each answer leads to the next question, helping you classify and identify data or make 

predictions. 

Decision trees are most often used with information classification systems and 

forecasting systems, where various forecasts can be based on past historical experience, which 

helps build the decision tree structure and obtain the result. The combination method is used 

quite rarely. It is similar to classification and clustering methods. 

With all basic methods, it often makes sense to record and later study the information 

obtained. For some methods this is quite obvious. For example, when building sequential 

models and training, historical data from different sources and instances of information is 

analyzed for forecasting purposes. 

In other cases, this process may be more pronounced. Decision trees are rarely built 

once and never forgotten. As new event information and data points are identified, additional 

branches or even entirely new trees may need to be built. 

Some of these processes can be automated. For example, building a predictive model to 

detect credit card fraud involves determining the probabilities that can be used for the current 

transaction and then updating the model as new (confirmed) transactions are added. This 

information is then recorded so that a decision can be made faster next time. 

Data mining relies on building a suitable model and structure that can be used to 

process the identification and creation of the required information. Regardless of the form 

and structure of the data source, information is structured and organized according to a 

format that allows data mining to be performed with the most efficient model. 

Analytical variables for data obtained from many different sources can be compiled into 

a single specific structure (for example, create a class of buyers of certain levels and ages, or a 

class of errors of a certain type). 

Depending on the data source, it is important to choose the right way to construct and 

transform this information, whatever the final data analysis method. This step also leads to a 

more complex process of identifying the collection of simplification or expansion of 

information according to the input data. 
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Data source location and database influence how information will be processed and 

combined. 

Various Data Mining methods are characterized by certain properties that can be 

decisive when choosing a data analysis method. Methods can be compared with each other by 

assessing the characteristics of their properties. 

The main properties and characteristics of Data Mining methods: accuracy, scalability, 

interpretability, verifiability, complexity, flexibility, speed and popularity. 

Scalability is a property of a computing system that provides predictable growth in 

system characteristics, such as responsiveness, overall performance, etc., when computing 

resources are added to it. 

Data mining is not just about running some complex queries on data stored in a 

database. Regardless of whether you are using a SQL database based on documents, simple 

flat files, you need to work with the data to format or restructure it. You need to determine 

the format of information on which your method and analysis will be based. Then, once the 

information is found in the desired format, various techniques can be applied (individually or 

in combination) independent of the required underlying data structure or data set. 

Working with large data sets, as well as their processing, makes it possible to create 

complex generalizations of the results of data mining by groups and data comparisons. New 

systems and tools are now available, such as combined data storage and processing systems.  

SQL databases are strictly structured and adhere to a rigid schema, making them easy to 

query and analyze data with a known format and structure. 
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